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ADVANCING VA CARE THROUGH 
ARTIFICIAL INTELLIGENCE 

MONDAY, SEPTEMBER 15, 2025 

SUBCOMMITTEE ON TECHNOLOGY MODERNIZATION, 
COMMITTEE ON VETERANS’ AFFAIRS, 

U.S. HOUSE OF REPRESENTATIVES, 
Washington, DC. 

The subcommittee met, pursuant to notice, at 2:58 p.m., in room 
360, Cannon House Office Building, Hon. Tom Barrett (chairman 
of the subcommittee) presiding. 

Present: Representatives Barrett, Luttrell, Budzinski, and 
Cherfilus-McCormick. 

OPENING STATEMENT OF TOM BARRETT, CHAIRMAN 
Mr. BARRETT. The subcommittee will come to order. 
Without objection, the chair may declare a recess at any time. 
Like many who have worn the uniform and received U.S. Depart-

ment of Veterans Affairs (VA) health care, I know the frustration 
when the system is slow, the paperwork stacks up or the tech-
nology fails, or does not lead us in the direction we are trying to 
go. That is why this subcommittee’s work is so critical and why it 
is important that we have the folks here joining us today. 

It is our duty to ensure VA’s technology is efficient and reliable, 
helping veterans rather than standing in the way of their care. 
That brings us to the focus of today’s hearing, artificial intelligence, 
or AI, as it is of course commonly referred to right now. For some, 
AI sounds like a science fiction movie—we have all seen many of 
them—something only computer scientists worry about or even 
something scary because it is unknown and not well understood. It 
feels like today everything is about drones or artificial intelligence. 
The world has shifted quite a bit. 

Within VA, AI is already being used in ways they are making a 
real difference for our veterans. In fact, U.S. Government Account-
ability Office (GAO) recently released a report highlighting how VA 
is among the most active adopters of artificial intelligence, from 
analyzing medical images and workflows to creating summary di-
agnostic reports. The report identified more than 200 reported use 
cases across the system. As we were preparing for this hearing, my 
staff had told me about some, even very early prototype AI systems 
that the VA had integrated decades ago. 

In clinical care, AI can help doctors detect cancer earlier and 
identify warning signs of heart disease before a crisis occurs. 

A recent study led by VA researchers at the VA Long Beach 
Health Care System showed how AI can enable providers to detect 
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the risk of calcium buildup in heart arteries. This new technology 
could give providers the chance to prevent heart attacks rather 
than respond to them. 

AI is also being used to enhance mental healthcare. One of the 
greatest challenges we face as a Nation remains around veteran 
suicide. In 2017, VA launched the react vet program—or the Recov-
ery Engagement and Coordination for Health Veterans Enhanced 
Treatment (REACH VET) program. This program uses an AI model 
to help identify a very small group of veterans who are at the 
greatest risk of suicide. The results were promising. The program 
helped VA step in early, guiding veterans to care before crisis 
strikes. 

It is not just about medical breakthroughs. AI is also helping 
doctors and nurses relieve the day-to-day burden of paperwork and 
things that are not spending time with the patients. The most com-
mon complaint from providers is that they spend too much time 
filling forms and not enough time taking care of their patients. 

The VA is exploring AI tools, like Ambient scribes, which can lis-
ten to a provider’s conversation with the patient and automatically 
create a clean and accurate medical note. On average, this saves 
providers 2 or 3 hours per week. Now multiply that across thou-
sands of staff. It means more time spent caring for veterans and 
less time staring at a computer screen and doing paperwork. The 
promise of AI is real. I want to be clear: Our job here is not ap-
plaud the promise. It is to make sure that AI is being used respon-
sibly, safely, and transparently. Every great innovation comes with 
risk, and AI is of course no exception. If the data is biased, the re-
sults can be unfair. If safeguards are weak, privacy is com-
promised. If the systems are not carefully monitored, mistakes 
could harm the very people they are trying to protect. That is why 
the governance of AI matters. 

The VA has been one of the first agencies in the government to 
step up a framework for how AI should be reviewed and approved. 
By law, VA already has some of the strongest privacy protections 
in government, and those protections extend directly to AI tech-
nology in veterans health and benefits, that it cannot be used by 
vendors for other purposes, period. We are going to hear more 
about that today. 

Veterans deserve to know when AI is being used in their care. 
They deserve to know the technology has been tested and that it 
is working for them, not against them. Congress deserves to see 
evidence that taxpayer dollars are being well-spent. 

I see today’s hearing as an opportunity to highlight what is 
working, to dig into what still needs improvement, and to set clear 
expectations for the road ahead. 

AI does not and will not replace doctors or nurses, nor the 
human touch that every veteran deserves when receiving their 
care. Done right, AI can give clinicians another tool in their tool 
box, helping them focus more on patients and ultimately on saving 
lives. 

We need to find the balance between moving efficiently enough 
to give veterans the benefit of innovation and cautiously enough to 
make sure that no veteran is put at risk. Our veterans should 
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never be guinea pigs for untested technology, but they should also 
not be denied the benefits of safe and proven innovations. 

This subcommittee will hold VA to that standard, and I intend 
to make sure that we get it right. It is not about technology; it is 
about trust. Veterans give this Nation their trust through their 
service. When they in turn go to the VA, they deserve to know that 
trust will be given back and honored. It is our duty to make sure 
that that trust is never broken. I know the ranking member will 
join me in this pursuit, and I appreciate your joining me in this 
committee today. 

Then, last, before I yield to her, I sat next to another physician 
on my flight here last night. We were talking about AI and actually 
about this hearing coming up. She was saying, ‘‘We are never going 
to replace the element of patient care that is done by doctors, 
nurses, and other medical professionals.’’ If we can expand the 
reach that they have, look at it as, in the Army, we used to say 
a force multiplier to deliver benefits in a more deliberative fashion 
that benefits everybody. That is what we ought to be pursuing 
here. 

With that, I will yield to Ranking Member Budzinski for your 
opening statement. 

OPENING STATEMENT OF NIKKI BUDZINSKI, RANKING 
MEMBER 

Ms. BUDZINSKI. Thank you very much, Chairman Barrett. I ap-
preciate our subcommittee coming together to have a frank con-
versation about the underlying Information Technology (IT) chal-
lenges at the Department of Veterans Affairs and how we can sup-
port the VA in closing those gaps through technology. 

However, today’s review of artificial intelligence use cases at the 
Veterans Health Administration (VHA) feels like a distraction. VA 
is struggling with the basics. We are here discussing the newest 
technologies while the VA is still working with a crumbling IT in-
frastructure and still grapples to modernize systems and 
workflows. 

As the ranking member on the Technology Modernization Sub-
committee, I am certainly excited by the potential of both AI and 
innovation. AI could improve some of VA’s challenges through large 
language models and higher processing speeds. We have seen 
promising studies of providers using AI to identify cancers more 
easily, improve patient outcomes, and ease clinician burnout by 
taking on more administrative tasks. 

The VA has certainly been the leader in the research and devel-
opment and widespread usage of a number of significant and 
groundbreaking technologies. It stands to do so again with AI. 
However, success in these efforts requires adequate resources and 
investments in its budgets, its processes, and its people. Veterans 
choose VA for the community it provides, the people it employs, 
and for the fact that it is not driven by profit. 

What VA does best is make veterans feel seen and understood. 
As we have seen, AI can be a tool to provide decision support, ease 
provider burdens, and help with notetaking so doctors can be more 
present with the patient. We should also acknowledge that it is not 
the answer to every challenge the VA faces. Also, we as a com-
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mittee and as Congress need to have a real conversation about AI 
policy and how to implement it safely. I am excited about the op-
portunities that AI presents. I am not convinced that VA is pre-
pared to deploy this technology just yet. 

I have a number of concerns that I hope to address today, like 
the lack of regulation and governance structures and the need for 
better transparency around what data is involved in training such 
models. 

Further, like all technology modernization efforts, implementing 
AI successfully requires a highly skilled, adequately staffed work-
force. Almost 2 weeks ago, the acting head of the Department on 
Government Efficiency stressed the need to ‘‘hire and empower 
great tech talent in government.’’ I could not agree more with that. 
However, I think we should all note the irony of that statement 
considering Office of Information and Technology (OIT) is pro-
posing a massive reorganization and intends to cut at least 20 per-
cent of its workforce. 

Success is also reliant on strong IT leadership. If OIT is in fact 
undergoing significant changes to its organizational structure, pri-
orities list, and workforce makeup, we need a confirmed Chief In-
formation Officer (CIO) at VA. This position is particularly critical 
as we see the acceleration and progression of modernization efforts 
at the Department. It seems the VA still lacks a coherent enter-
prise IT strategy, leaving projects AI integration to happen in silos. 
Without stable and competent leadership, veterans and VA employ-
ees will continue to be stuck with cobbled-together systems and 
workflows that do not meet their needs rather than a solid strategy 
for technology usage to guide its decision-making. 

I hope that we can get some clarity into the administration’s plan 
to propose a nominee for the CIO position and that one can be con-
firmed before many of these substantial changes occur. 

Last, I understand this subcommittee held a similar hearing in 
January 2024, though neither I nor the chairman were on this sub-
committee at that point. In that hearing, data privacy was an in-
trinsic part of the discussion. I hope that it still is the case today. 

As we become more interconnected through technology advance-
ments like artificial intelligence, we must become increasingly 
aware of the concerns about the privacy of users’ data, especially 
in healthcare. Since this last hearing, the Department has been en-
tangled in multiple cybersecurity incidents, which have potentially 
placed veterans’ data at risk. Though many of these breaches have 
been targeted at VA contractors, veterans’ data has still been im-
plicated, and VA maintains some responsibility for its safety. 
Though I do feel that this hearing is perhaps too early, considering 
VA has yet to develop and release some of its policies and plans 
to align its efforts with the administration’s, I hope to hear from 
our VA witnesses today about how data privacy and security, as 
well as the views of both VA employees and patients, will be inte-
grated into such plans. 

Thank you and I yield back, Mr. Chairman. 
Mr. BARRETT. Thank you, Ranking Member Budzinski. 
I join you in making sure that we have adequate ethics guard-

rails around this, and certainly privacy is paramount in that as 
well. 
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I now want to introduce our witnesses. Again, thank you for join-
ing us today from the Department of Veterans Affairs, we have Mr. 
Charles Worthington, the Chief Technology Officer and Chief Arti-
ficial Intelligence Officer. Thank you for being here. Accompanying 
Mr. Worthington is Dr. Evan Carey, Acting Director over the Na-
tional Artificial Intelligence Institute at the VA. We also have Mr. 
Sid Ghatak. 

Did I say that correctly? 
Mr. GHATAK. Yes, sir. 
Mr. BARRETT. Thank you. The chief technical advisor from the 

National Artificial Intelligence Association. Dr. Mohammad 
Ghassemi, assistant professor at Michigan State University. Go 
green. 

Dr. GHASSEMI. Go white. 
Mr. BARRETT. Thank you for being here today as well. 
Finally, from the Government Accountability Office we have Ms. 

Carol Harris, a familiar face to all of us on this committee. Thank 
you again for being here and joining us. She is also Director of IT 
and Cybersecurity at the GAO. Again, thank you all for being here. 

At this time, I ask the witnesses to please stand and raise your 
right-hand. 

[Witnesses sworn.] 
Mr. BARRETT. Thank you. Let the record reflect that all wit-

nesses have answered in the affirmative. 
Mr. Charles Worthington, you are now recognized for 5 minutes 

to deliver your opening statement on behalf of VA. 

STATEMENT OF CHARLES WORTHINGTON 

Mr. WORTHINGTON. Chairman Barrett, Ranking Member 
Budzinski, and distinguished members of the subcommittee, thank 
you for the opportunity to discuss the Department of Veterans Af-
fairs’ use of artificial intelligence to enhance healthcare and serv-
ices for veterans. 

Your steadfast support of the veterans and their families is in-
valuable. I am joined today by Dr. Evan Carey, Acting Director of 
the National AI Institute in the Digital Health Office of the Vet-
erans Health Administration. 

While AI is not new to VA, recent advancements in AI systems 
presents a tremendous opportunity to improve VA’s services. When 
used effectively, AI can improve the efficiency and accuracy of 
many time-consuming and error-prone tasks that create burdens 
for VA staff and veterans alike. That is why VA is rapidly working 
to capitalize on this technology. 

Our strategic vision is to make VA a leader in AI, providing fast-
er services, higher quality care, and more cost-effective operations. 
We will aggressively deploy this new technology while remaining 
committed to strong controls that ensure security, privacy, and ef-
fectiveness of our technology systems. 

We have distilled this vision into five key priorities. First, we are 
aggressively expanding AI across our workforce. Second, we are re-
imagining high-impact workflows through AI and automation. 

Third we are prioritizing investment in data and infrastructure 
that supports those high potential use cases. 
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Fourth, we are cultivating an AI-ready workforce. Finally, we are 
executing transparent and effective governance, an essential re-
quirement to maintain veterans’ trust. We are already bringing the 
strategy to life, making significant investments in AI-driven tools. 

In 2024, our AI inventory had 227 use cases in it, which was 
nearly 100 more than the previous year. We expect this growth to 
continue in 2025 as we prepare for our December update to that 
inventory. These investments are delivering tangible results. I am 
pleased to report that all VA employees now have access to secure 
generative AI tool to assist them with their work. In surveys, users 
of this tool are reporting that it is saving them over 2 hours per 
week. 

Additionally, over 2,000 VA staff and contract and software de-
velopers are using an AI software development copilot tool, ena-
bling faster delivery of features that help veterans. AI is also revo-
lutionizing clinical care. In fact, 82 percent of VA’s AI use cases 
come from the Veterans Health Administration. 

VA’s stratification tool for opioid risk mitigation uses machine 
learning to identify veterans at high risk of overdose and suicide, 
enabling healthcare teams to review and intervene effectively. 
Since 2017, the REACH VET program, as you mentioned, has used 
AI answer algorithms to identify over 130,000 veterans at elevated 
risk, improving outpatient care and reducing suicide attempts. 

AI-assisted colonoscopy devices have increased adenoma detec-
tion rates by 21 percent, reducing late stage cancer incidents and 
mortality. Thanks to groundbreaking research by folks like Dr. 
Raffi Hagopian and Dr. Evan Carey, the VA is exploring how AI 
could help providers detect heart disease earlier by reviewing the 
millions of Computed Tomography (CT) scans that are not cur-
rently evaluated for cardiovascular disease risk at all. 

As we advance our AI deployments, protecting veterans’ data re-
mains paramount. All AI systems approved for use at VA must 
meet VA rigorous security and privacy standards before receiving 
an authority to operate. Additionally, consistent with Office of 
Management and Budget’s (OMB) policy, we conduct a thorough 
agency-level review of each AI use case to ensure that it meets the 
government the standards. 

We will publish the results of this review in our annual AI inven-
tory, positioning us as one of the most transparent healthcare sys-
tems in the country with regards to our use of artificial intel-
ligence. 

Despite our progress, adopting AI tools does present challenges. 
As you mentioned, integrating new AI solutions with a complex 
system architecture and balancing innovation with stringent secu-
rity compliance is crucial. Recruiting and retaining AI talent re-
mains difficult. Scaling commercial AI tools incurs additional costs. 
This underscores the importance of full congressional funding for 
VA to continue this critical work. 

In conclusion, the Department of Veterans Affairs is committed 
to harnessing AI to improve the lives of veterans. Through stra-
tegic investments in AI tools and workforce capabilities, we strive 
to it deliver faster, higher quality, and more cost-effective services. 
Your continued support is vital for VA to lead in AI innovation and 
set a benchmark for responsible AI use in government. 
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Thank you for the opportunity to discuss our strategy, and we 
look forward to your questions. 

[THE PREPARED STATEMENT OF CHARLES WORTHINGTON APPEARS IN THE APPEN-
DIX] 

Mr. BARRETT. Thank you, Mr. Worthington. 
The written statement of Mr. Worthington will be entered into 

the hearing record. 
Mr. Ghatak, you are now recognized for 5 minutes to deliver your 

opening statement. 

STATEMENT OF SID GHATAK 
Mr. GHATAK. My name is Sid Ghatak, and for almost three dec-

ades, I have designed and deployed artificial intelligence fore-
casting systems across finance, healthcare, pharmaceuticals, media, 
and government. 

I currently serve as the chief technology adviser for the National 
Artificial Intelligence Association, the premier organization rep-
resenting 1,500 businesses in the advancement of AI. I am also the 
founder and chief executive officer of Increase Alpha, where we use 
artificial intelligence to predict stock prices, and we license these 
predictions to hedge funds. 

In the Federal Government, I served in the General Services Ad-
ministration for 4 years where I was a Director of the Data and 
Analytics Center of Excellence. In that role, I coauthored the Fed-
eral AI maturity model 3 years before AI took the world by storm. 
I also contributed previous executive orders on the critical issues 
of data privacy and data security. At Increase Alpha, I increased 
a predict—architected a predictive AI model that generates off of 
once thought impossible, a deep learning system that is exception-
ally accurate at predicting equity prices. Increase Alpha far exceeds 
multiple industry benchmarks, including accuracy, sharp ratio, and 
alpha generation. The solution itself is not based on large language 
models at all, but it is purpose built, designed for this specific need. 

I want to emphasize that this company and our solution is com-
pletely unrelated to the Department of Veterans Affairs, and it has 
no bearing on today’s testimony. I mention it only as an example 
of how AI, when carefully designed with a clear purpose, can 
achieve exceptional effectiveness. 

Taken together, this diverse background, spanning academia and 
government and industry, has given me the rare opportunity to ac-
tually build AI systems that work well in the real world. I have 
spent my career outside the orthodox roles of academia, venture 
capital, and Big Tech, I am also not beholden to herd mentality. 
Instead, I bring an expert independent perspective, which is espe-
cially valuable now when much of the world is caught up in the art 
of the possible with AI when what is most urgently needed is a 
sober understanding of what is safe, practical, and ready to serve 
the public. 

Large Language Models (LLM) like ChatGPT, Claude, and Gem-
ini are a powerful subset of AI, but they come with their own set 
of problems, specifically in healthcare where hallucinations and 
sycophancy on the part of ChatBots can lead susceptible users 
down psychological rabbit holes, which is why it is important to 
clarify that AI is bigger than just ChatGPT and its competitors. To 
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use an analogy, the steam engine transformed society, fueling the 
Industrial Revolution. While steam power exists today, it gave way 
to other forms of power over time. Until steam engines were used 
to create the first railroads, no human had ever traveled faster 
than a horse. This new form of transportation opened the world’s 
eyes to what is possible, just as ChatGPT has shown the world the 
art of a possible with artificial intelligence. Early train travel was 
dangerously unreliable. Accidents were frequent, derailments com-
mon, and thousands of lives were lost before rail systems matured 
into safe networks that we know today. 

The lesson is clear: Revolutionary technologies will evolve and 
improve over time when the private sector and the government 
work in collaboration. The same applies to artificial intelligence. As 
the committee gathers information on how to modernize technology 
at the VA, I would like to offer a few pieces of advice from my 
many decades on the front lines of building and implementing ad-
vanced analytical solutions. 

As I mentioned, the last several years, the world has been con-
sumed with LLMs to the point where AI has become synonymous 
with it. However, that is not the case. Many other types of AI may 
have similarities to these models but function very differently, 
technologies that specialize in interpreting and understanding im-
ages, video, and audio, for example, or technologies that are better 
suited to working with numbers and symbols instead of words, a 
new technology that is yet to be invented. 

There is an old adage about, when you are a hammer, everything 
likes like a nail. The world has become so enamored with LLMs, 
and rightfully so, interacting with them can feel magical, giving 
you the sense that they are real people, but they are not. This may 
be why little to no investment is being made in these other areas. 
At Increase Alpha, we demonstrate clearly what can be done with 
other forms of artificial intelligence. I began building our models at 
the same time as the research underlying ChatGPT was published. 
I had also encountered the same compute cost energy and reliance 
on a video that we still see today. I took a different approach to 
conserve resources and focus on simplification, using predictive in-
telligence which led to leading AI models that use a minuscule 
amount of data compared to LLMs and which are small enough to 
run on a cell phone. 

What does all this mean for the VA and the well-being and care 
of veterans? I do not claim to know. No one really does. I want to 
leave you with a prediction: I believe that we truly are on the verge 
of a scale—of a revolution on the scale of the Industrial Revolution. 
If I could leave you with one idea today, it would be this: AI is 
much bigger than today’s LLMs. It is these technologies, many of 
which have yet to be invented, that will enable the VA to execute 
on its mission. Thank you. 

[THE PREPARED STATEMENT OF SID GHATAK APPEARS IN THE APPENDIX] 

Mr. BARRETT. Thank you, Mr. Ghatak. 
The written statement of Mr. Ghatak will be entered into the 

hearing record. I appreciate your remarks. I think, if we all use 
ChatGPT for cat memes, it will not be meeting its full potential 
and leaving a lot of things behind. Thank you. 
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Dr. Ghassemi, you are now recognized for 5 minutes for your 
opening statement. 

STATEMENT OF MOHAMMAD GHASSEMI 
Dr. GHASSEMI. Chairman, Ranking Member, and members of the 

subcommittee. Thank you for the opportunity to speak today. I am 
a scientist and an entrepreneur focused on artificial intelligence 
but especially its applications to healthcare. The views I am going 
to share today are my own, but they are informed by roles I played 
as a professor at Michigan State University, where I direct a re-
search laboratory on AI and its applications to health sciences. 

I am also going to bring a perspective as the founder of an AI 
consultancy Gamut Corporation, which has helped large pharma-
ceutical companies, insurance companies, as well as health sys-
tems, plan and execute their AI strategy. 

I want to be clear: I am not a veteran health specialist. My per-
spective is on how artificial intelligence can broadly advance care 
in ways directly relevant to the needs of patients, and this very 
critically includes our veterans. 

This subcommittee has identified in their invitation letter three 
priorities for AI health. These were transforming healthcare deliv-
ery, streamlining services, and improving outcomes. I am going to 
frame my remarks around three roles that AI can play to help with 
these three priorities. The three roles are automation, which is re-
ducing low-value work through the use of machines; augmentation, 
which is having a machine assist a human in a task, so to 
strengthen clinical decision-making, as an example; and insights, 
which is allowing us to extract complex patterns from data, pat-
terns far too complex for us to discern just with our human intui-
tions alone. Let us talk about three. 

First, AI can transform what happens during care itself. Clini-
cians today spend hours on paperwork, but AI scribes can generate 
notes automatically so they can focus more fully on patients. We 
have heard that from more than one person in the conversation 
today. 

In emergency rooms, decision tools powered by AI can help iden-
tify the sickest patient sooner and get them treated faster. Contin-
uous monitoring assistance can pick up on the early signs of de-
cline, like sepsis, long before they would be obvious to our human 
eyes. These tools make the encounter safer, timelier, and more pa-
tient-centered. 

Second, AI cannot only streamline what happens during care; it 
can streamline the plumbing of healthcare itself. Missed appoint-
ments waste scarce clinician time. Automated reminder systems, 
which do not have to use a large language model or a sophisticated 
tool like ChatGPT, can reduce these no-shows and save that time. 
Patients also too often fall between the cracks between primary 
care and specialist visits. AI can flag the missing referral informa-
tion, track follow up, and prevent all these gaps. When imaging or 
labs reveal unexpected findings, like, God forbid, a lung nodule dis-
covered by chance, AI tracking systems can ensure these findings 
are followed up on so that the treatable conditions do not get over-
looked. This is how we reduce wasted effort and ensure smoother, 
more reliable care. 
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In conclusion, artificial intelligence is not a silver bullet. I say 
this as a person who has been working on developing the methods 
for several years, but it can already help with the subcommittee’s 
three priorities. It works best when it reduces low-value work, 
strengthens rather than replaces clinical judgment, and turns com-
plex data into actionable insights. 

To succeed, we need disciplined pilots, clear metrics, and safe-
guards for safety, equity, and privacy. If deployed with care, AI can 
return time from paperwork to patients, ensure that critical find-
ings are not missed, and support clinicians in their hardest deci-
sions. 

I look forward to our conversation. I am grateful for the invita-
tion to be here with you today. 

[THE PREPARED STATEMENT OF MOHAMMAD GHASSEMI APPEARS IN THE APPENDIX] 

Mr. BARRETT. Thank you, doc. 
The written statement of Dr. Ghassemi will be entered into the 

hearing record. 
Ms. Harris, you are now recognized for 5 minutes to deliver your 

opening statement on behalf of GAO. 

STATEMENT OF CAROL HARRIS 

Mr. HARRIS. Chairman Barrett, Ranking Member Budzinski, and 
members of the subcommittee, thank you for inviting us to testify 
today on the use of artificial intelligence at VA. Develops in genera-
tive AI, which is a subset of AI, which can create text, images, 
video, and other content when prompted by a user, have revolution-
ized how the technology can be used in many industries, including 
healthcare and at VA and other Federal agencies. 

AI holds substantial promise for improving the operations of gov-
ernment agencies. However, it can increase risk for agencies and 
poses unique oversight challenges because the source of informa-
tion used by AI is not always clear or accurate. Given the fast pace 
at which AI is evolving, the government must be proactive in un-
derstanding its complexities, risks, and societal consequences. 

It should also be noted that VA has experienced longstanding 
challenges in managing its IT projects and programs, raising ques-
tions about the efficiency and effectiveness of its operations and its 
ability to deliver intended capabilities. 

As requested, I will briefly summarize our prior work on the De-
partment’s AI use and challenges, as well as principles and key 
practices for Federal agencies, including VA, that are considering 
and implementing AI systems. 

In July 2025, we reported that VA’s AI use cases increased from 
40 in 2023 to 229 in 2024. For example, VA is a developing a gen-
erative AI use to automate various medical imaging processes. This 
use may enhance VA’s ability to analyze medical images, integrate 
existing and new data workflows, and create summary diagnostic 
reports. 

In the health and medical sector, agencies have adopted genera-
tive AI to advance medical research and improve public outcomes, 
including at VA. It is also worth noting that, of the 229 use cases, 
64 percent were considered to be high-impact AI, meaning that 
their capabilities impact the rights and/or safety of individuals or 
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entities. Looking at just VHA, that percentage increases to 72 per-
cent. 

The Department also reported to us a number of challenges they 
face in using and managing generative AI. The full list is noted in 
my written statement. I will only highlight a few here. 

Challenge one, complying with existing Federal policies and guid-
ance. VA officials shared that the existing Federal AI policy can 
present obstacles to the adoption of generative AI, including in the 
areas of cybersecurity, data privacy, and IT acquisitions. 

Challenge number two, having sufficient technical resources and 
budget. Gen AI can require infrastructure with significant com-
putational and technical resources. VA noted challenges in obtain-
ing or accessing the needed technical resources and also in having 
the funding necessary to establish those resources and support de-
sired AI initiatives. 

The last challenge, hiring and developing an AI workforce. 
Among other things, the VA reported difficulties in establishing 
and providing ongoing education and technical skills development 
for their current workforce. 

VA officials told us they are working toward implementing the 
new AI requirements in OMB’s April 2025 memorandum. Doing so 
will provide opportunities to develop and publicly release AI strate-
gies for identifying and removing barriers and addressing the chal-
lenges I noted. 

Additionally, the GAO has identified a framework of key prac-
tices to help ensure accountability and responsible AI use in the 
design development, deployment, and continuous monitoring of AI 
systems. 

Our framework is organized around four complimentary prin-
ciples that address governance, data, performance, and monitoring. 
Consideration of the key practices in this framework can help VA 
as it considers, collects, and implements AI systems. 

Last, I will mention that we have 26 open recommendations to 
VA concerning the management of its IT resources. If the Depart-
ment implements these recommendations effectively, it will be bet-
ter positioned to overcome its longstanding challenges in managing 
its IT resources and will improve its ability to address the rapidly 
changing AI landscape. 

That concludes my statement. I look forward to addressing your 
questions. 

[THE PREPARED STATEMENT OF CAROL HARRIS APPEARS IN THE APPENDIX] 

Mr. BARRETT. Thank you, Ms. Harris. 
The written statement of Ms. Harris will be entered into the 

hearing record. 
Again, thank you to all of our witnesses. 
We will now proceed to questioning. I will recognize myself for 

5 minutes to begin questioning. 
I am going to start with Mr. Worthington. The VA—I know we 

have got a lot of concerns obviously about data security, data pri-
vacy, what can be used, what can be modeled off of veteran infor-
mation. The VA requires vendors to sign contracts directly stipu-
lating that it will prevent secondary use of veteran data. Number 
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one, can you kind of walk us through how that works? How are you 
making sure that companies actually follow that rule? 

Mr. WORTHINGTON. Thank you for the question, Chairman Bar-
rett. I think it is extremely important that everyone understands 
that there is not a second set of rules for AI systems. In the VA, 
we have a very clear and stringent set of rules around both secu-
rity and privacy for any technology system. Before we bring a sys-
tem into production, we have to review that system for its compli-
ance with those requirements and ensure that the partners that 
are working with us on those systems attest to and agree with 
those requirements. AI systems receive an authority to operate just 
like any other system would before we would put veteran data into 
the system. 

Mr. BARRETT. Okay. I appreciate that. For example, though, I 
know the large language model, kind of most stereotypical use of 
AI, we are going to be looking at, you know, the millions of records 
that the VA has and then modeling patient outcomes from that and 
then looking kind of retrospectively to see where people are on that 
spectrum today, and say, ‘‘Well, we know, if this condition led to 
10 years later a worse condition over here, how can we stem that 
off earlier?’’ If we allow an AI vendor to have access to that to cul-
tivate that knowledge, is that something that could be then used 
as an outgrowth in another way for, like, another I guess research 
tool for other things? For example, if a person has a predisposition 
to kidney disease or diabetes or something like that, we can look 
retrospectively at their health record to show that they had certain 
indicators ahead of time, would not we want that to be to the ben-
efit of all medicine and not just within the VA? 

Mr. WORTHINGTON. Yes. I think that, as you are mentioning, in 
the training phase of models, which VA does occasionally do, that, 
if we work with a vendor, we make sure that the agreements say 
that any protected health information can only be used for that 
specific purpose that we have contracted with. Often, that is taking 
place in environments that VA already runs and controls. 

Now when we are talking about using a large language model, 
those are provided typically via one of the big cloud service pro-
viders, and those environments are set aside in a VA boundary 
that basically the vendor has to attest that they already meet VA 
security requirements. When we are sending information to a large 
language model to get feedback back from that model, we are using 
a version of that model that has been made secure to meet govern-
ment standards. 

Mr. BARRETT. Okay. I will fully confess that I am not an expert 
on this. Would a large language model allow a practitioner to say, 
‘‘I have a veteran presenting with these conditions; what are the 
risk factors that I ought to look for to, maybe run tests that would 
not ordinarily be otherwise top of mind?’’ 

Mr. WORTHINGTON. There could be a variety of AI approaches for 
a use case like that. Dr. Carey may just quickly provide a couple 
of examples of those sorts of decisions support type use cases. 

Dr. CAREY. Thank you. It is a fantastic question. I think there 
are two versions of that. As you note, there are tools where pro-
viders can get general advice, and they might specifically articulate 
the needs of the veteran and for the conditions that they are look-
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ing for, to point out to sort of follow the different procedures that 
are recommended and identify the guidelines. Those tools are avail-
able within the VA. 

Mr. BARRETT. Okay. After the passage of the The Sergeant First 
Class Heath Robinson Honoring our Promise to Address Com-
prehensive Toxics (PACT) Act, you know, we have this burn pit 
registry and everything, and they are supposed to track veterans 
and conditions that arose from that. Obviously, the specific infor-
mation about a particular veteran we want to have protected and 
not revealed. If there are outcomes of that that could be useful to, 
you know, human medicine in total, is there a way for that to be 
revealed? 

Mr. WORTHINGTON. Yes, thank you for the question. VA does 
have, as you know, a very large amount of health data. We have 
a robust—— 

Mr. BARRETT. More than anybody in the world, I think. 
Mr. WORTHINGTON. That is right. We have a robust tradition of 

research to advance not just VA healthcare but healthcare overall. 
We are seeing an increasing interest in using that data for AI-driv-
en research papers, like the one that Dr. Carey recently wrote. 

Mr. BARRETT. Okay, and that is the—like the benefit but also the 
concern is we obviously have a large repository of medical data. If 
that is being used or to the benefit of a curator of artificial intel-
ligence, should the VA be, you know, should that be brought into 
account for the cost of services and other things like that? What 
I do not want is for a provider to come in and leach that informa-
tion out solely for their benefit while not providing a benefit to the 
VA and to the veterans as well. 

Mr. WORTHINGTON. We agree. 
Mr. BARRETT. Thank you. 
Ranking Member Budzinski. 
Ms. BUDZINSKI. Thank you, Mr. Chairman. 
Dr. Carey and Mr. Worthington, thank you so much for both 

being here. 
I understand that several of VA’s AI use cases, like the ambient 

dictation pilot, intend to use an opt-in practice for consent. For sys-
tems that are perhaps less directly veteran-facing, like the use of 
AI in benefits determination or medical assessments, how is the 
Department educating veterans on these use cases to ensure for 
their awareness? 

Mr. WORTHINGTON. At a very high level—and thank you for the 
question. We are using our AI use case inventory as the way to 
catalogue all of the uses of AI and make sure that that is publicly 
available. When there is not, as you mentioned, like a one-to-one 
interaction that provides the opportunity to explain directly what 
is happening, as there is in many healthcare settings, what we are 
relying on is our publishing of the overall AI strategy and use case 
to explain how the Department is using AI in various products and 
services. 

Ms. BUDZINSKI. Okay. Other than that general awareness—for 
veterans, is there any way to kind of draw their attention to this 
so that they know that, you know, what their situation might be 
using to inform an AI model? 
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Mr. WORTHINGTON. We are always listening for veterans’ feed-
back through a variety of mechanisms and reacting to that. That 
is true of AI situations and non-AI situation. We certainly want to 
monitor this for AI in particular, because I think maintaining vet-
erans’ trust in VA as we introduce these new technologies is going 
to be critical. 

Ms. BUDZINSKI. Okay. Then, Mr. Worthington, I am glad that 
you and your teams are committed to the transparency in AI use 
cases at the Department. That is commendable. However, there 
have been reports that certain employees had access to certain data 
sets and systems within VA’s enclave which may have been used 
for AI related operations. I have some specific employees I want to 
mention by name, and then I have some questions for you. I am 
going to ask about these employees: Justin Fulcher, Sahil Lavingia, 
Christopher Roussos, Payton Rehling, Cary Volpert, or Jon Koval. 
I am just looking for, like, a yes or no to these questions. Did you 
ever work with any of those individuals? 

Mr. WORTHINGTON. Yes, I have come across several of them. 
Ms. BUDZINSKI. Okay. Are or were these individuals affiliated 

with the Department of Government Efficiency (DOGE)? 
Mr. WORTHINGTON. I am not exactly clear on the relationship. I 

believe they are VA employees. At points, they were introduced as 
also being part of the DOGE movement. 

Ms. BUDZINSKI. Okay. Did any of these employees access data 
sets that included VA patient medical records or other personally 
identifiable information? 

Mr. WORTHINGTON. I am not aware. 
Ms. BUDZINSKI. Okay. Were you or anyone you know ever asked 

to duplicate data sets by these employees? 
Mr. WORTHINGTON. No, I was not. 
Ms. BUDZINSKI. Okay. Can you commit to me that no veteran’s 

data was removed from the Department of Veterans Affairs? 
Mr. WORTHINGTON. As far as I understand, all the VA employees 

follow all the VA IT security processes and procedures and that 
was a key priority for all of us and always is a key priority. 

Ms. BUDZINSKI. Okay, Okay. Mr. Worthington, almost 2 weeks 
ago, the Acting Director of the U.S. Digital Service noted that the 
Federal Government needs more tech employees to—and to hire 
and empower great talent. Do you believe that VA shares that sen-
timent? 

Mr. WORTHINGTON. Yes, I do. I think having technologists in gov-
ernment is critically important, as is having great researchers and 
doctors. 

Ms. BUDZINSKI. Okay. Secretary Collins has often noted the im-
portance of VA employees in direct care roles, disregarding the im-
portance of what he might call support employees in the provision 
of this work. Do you believe that this type of rhetoric has helped 
the Department to recruit and retain tech talent? 

Mr. WORTHINGTON. I think the good thing about working at the 
VA is our mission is so clear. The mission of serving veterans is 
the most important one that I have worked on in my tech career. 
I think there are many technologists across the country that are 
willing to sign up for that mission. I love trying to recruit those 
people on my team. 
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Ms. BUDZINSKI. Ms. Harris, real quick on a follow up, GAO’s Ar-
tificial Intelligence Accountability Framework notes the workforce 
is a key component to ensuring effective AI application. How does 
a highly skilled technical workforce ensure adequate scalability of 
AI applications and protection of veteran data? 

Mr. HARRIS. Well, while there is great excitement around AI be-
cause of the potential to improve operations, there is also signifi-
cant concerns, the ones that I articulated earlier about cybersecu-
rity, intellectual property, as well built-in bias in the AI system, as 
well as environmental and other concerns. We want to make sure 
that we have a workforce that understands both the potential of 
these systems but also understands the risks in the AI well. Hav-
ing those two are vital. 

Ms. BUDZINSKI. Okay. Thank you. 
I yield back. 
Mr. BARRETT. Thank you. 
Mr. Luttrell. 
Mr. LUTTRELL. Mr. Chairman. 
Mr. Ghassemi, you laid out a well-articulated plan of attack on 

how the VA could tackle this healthcare, artificial intelligence kind 
of combining of forces. The problem is you have—it sounds like you 
never worked with the U.S. Government because that is what kills 
this effort is the U.S. Government. 

Ms. Harris, your opening statement was very well-articulated, 
and you hit every single point precisely. The problem is we have 
such an issue with the VA because it is a big machine, and we are 
trying to compound—we are trying to bring in artificial intelligence 
to streamline the process. You have 172 different VA facilities, plus 
satellite campuses, and that is 172 different silos. They do not 
work together. They do not communicate very well with each other. 
We have spent almost $16 billion trying to push electronic 
healthcare records across multiple facilities. Now we are going to 
try to tackle artificial intelligence as well. In 2024, we had 229 AI 
actions. Correct, Mr. Worthington? 

Mr. WORTHINGTON. Yes, approximately. 
Mr. LUTTRELL. What site did that come from, because I would 

dare say that that did not come from all or every single VA instal-
lation. That sounds like to me that that is collected from, like, a 
few. Is that correct? 

Mr. WORTHINGTON. We did attempt to have a pretty comprehen-
sive review process to gather all of the uses of AI across the coun-
try. We—— 

Mr. LUTTRELL. I did not get anything out of that. That was al-
most a yes-or-no question, but go ahead again. 

Mr. WORTHINGTON. Yes, I believe that AI is being used at facili-
ties across the country. This inventory covers those uses. 

Mr. LUTTRELL. The conversations I have with multiple sites is 
they do not have artificial intelligence capabilities because their 
sites are not ready or they do not have the infrastructure in place 
to do that, because we keep compounding software on top of soft-
ware. Some sites cannot function at all with the new software they 
are trying to implement. That is a pretty fair statement, correct? 

Mr. WORTHINGTON. I would agree that having standardized sys-
tems is a challenge at the VA. There is a bit of a difference in dif-
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ferent facilities. Although I do think many of them are starting to 
use AI-assisted medical devices, for example, and a number of 
those are covered in this inventory. 

Mr. LUTTRELL. How do we fix this problem? Again, I am going 
to ask you, sir, because I usually ask everyone who sits in front of 
me from the VA: How would we fix this problem? Mr. Ghatak and 
Mr. Ghassemi have probably thought about this quite a bit before 
they showed up in front of us, but again they have not—actually, 
I do not know this for certain—I may be throwing this at you, and 
course correct me if you would like—but I do not think they have 
had to deal with the U.S. Government and also the VA. Now how 
long have you been in this position, sir? 

Mr. WORTHINGTON. I have been at the VA nearly 10 years and 
this position for about 2 years as chief AI officer. 

Mr. LUTTRELL. Okay. What comes first, the communication be-
tween the sites and the ability to ask that information questions, 
which we do not do that or we do not have the ability to do that— 
do we run the implementation of artificial intelligence in parallel 
with that, or do we have to do one before the other? 

Mr. WORTHINGTON. In my personal opinion, we cannot wait, be-
cause AI is here, whether we are ready or not. Increasingly, every 
solution we buy from our partners in the private sector is going to 
have it embedded inside of it. I think our challenge is we need to 
come up with very good standard templates that every site can use 
and allow those standard tools to be deployed, things like the VA 
GPT school that I mentioned, which is now available to every VA 
employee in a standard way. 

Mr. LUTTRELL. Since the Department of Veterans Affairs houses 
the most important data set on the planet arguably, and everyone 
wants to touch it, including Dr. Ghassemi at Michigan State—I 
would have to guess, especially when you were at Massachusetts 
Institute of Technology (MIT) in Cambridge I am sure. Pretty im-
pressive resume, sir. Everybody is trying to touch it. Everybody 
wants to be a part of it, and you have to deal with every single sub-
ject-matter expert that walks through your door that says, ‘‘I am 
the best.’’ I can assure you every one of those corporations and 
companies walks into our office as well. Question is, who is it? Who 
do you vet, and who is going to touch it, because it cannot be every-
body? We do not have it—in my personal opinion, that I am not 
aware of, we do not have an enclave that can house all of that in-
formation where everybody can get in there and not steal it. Imple-
mentation of artificial intelligence, which we do not have the ability 
to regulate, so the question is who will do that, or do you have the 
AI system itself regulate itself? 

Mr. WORTHINGTON. I think it is a great observation and concern; 
it is one we share. The reason why we are putting every AI use 
case through that review process is to ensure that, if it is being 
used with real veteran data, that it meets VA’s stringent security 
requirements. 

Mr. LUTTRELL. Thank you, Mr. Chairman. Thank you, sir. 
I yield back. 
Mr. BARRETT. I thank you. 
Ms. Cherfilus-McCormick. 
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Ms. CHERFILUS-MCCORMICK. Thank you so much, thank you so 
much. 

I wanted to kind of piggyback off of some of Representative 
Luttrell’s questions. You mentioned standardization, and we know 
now, from doing this for years, that standardization in the VA has 
not been our strong suit. Are there any things that you have 
learned from our lack of standardization for all of our electronic 
medical records? We have been consistently having an issue there 
with standardization. I have two questions for you first. Are you 
confident that you can actually have a standardization mechanism 
that will be able to have a smooth transition implementation? 

Mr. WORTHINGTON. Thank you for the question, and it is a crit-
ical topic for us. I do think that the investments this committee has 
helped make over the past years has helped with that. We do have, 
for example, in the space of decision support, we have an invest-
ment that allows AI-assisted decision support tools to be purchased 
or built and then deployed to every Veterans Health Information 
Systems and Technology Architecture (VistA) site and also to 
every—— 

Ms. CHERFILUS-MCCORMICK. I guess my question really is, like 
I said, we have been trying to be successful here, and it has not 
been. How confident are you now? What are the missing links for 
standardization when it comes to AI, because AI has some complex-
ities that I think we can all acknowledge, especially when it comes 
to biases? If we are going to implement AI into our system, we 
want to make sure that we have precise implementation, and we 
are also taking into consideration responsible implementation of 
AI, which actually addresses the biases immediately, that deals 
with security immediately. I was going to go into those questions 
first, but I said, ‘‘I cannot even go there if we do not deal with 
standardization.’’ What have we learned? How confident are you, or 
should we really be taking some time to step back and look at 
standardization again but through a magnifying glass to make sure 
we get it right? 

Mr. WORTHINGTON. I do feel confident that we are approaching 
this in an enterprise approach. That is why partnerships with the 
VHA and our colleagues, like Dr. Carey, is so critical. AI is both 
a new area—it is one we need to be able to experiment in before 
we commit to that enterprise solution. Then, once we commit, we 
do not want to have, you know, every medical center buying its 
own version of the same product. We have got a pretty careful bal-
ance of that innovation. We are doing structured pilots to help us 
decide what to purchase and what to deploy to the enterprise. 

Ms. CHERFILUS-MCCORMICK. I wanted to talk more about the im-
plementation development because we know that most of the biases 
will be during the development phase and also the implementation 
phase. What are you doing specifically to make sure that these bi-
ases are not being inherently put into the system, to make sure 
that all of our veterans actually have access to equitable care? 

Mr. WORTHINGTON. That is a great question, and it is a concern 
that is of critical importance for us as we adopt AI. The Office of 
Management and Budget in their policy has determined, defined 
high-impact use cases. Those would be things involved in 
healthcare benefits. They have provided us a set of requirements 
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that any AI needs to meet before they are used. Some of the high-
lights of those are pre-deployment testing to make sure the model 
performs well across different demographic groups, but not just 
pre-deployment testing but also ongoing monitoring so that we can 
make sure that the models perform over time. 

Ms. CHERFILUS-MCCORMICK. Could you tell me how you are 
doing that? We have been reading—I have been loving this AI con-
versation I have been looking at through all spectrums. One of the 
articles that I am going to actually ask to put into the record, it 
talks about the clinical decision-making the implementations. I also 
want to hear from Ms. Harris about, are we matching the need 
right now to identify bias? 

Mr. WORTHINGTON. I do believe that we, through the AI use case 
control process and the governance we put in place with our part-
ners in VHA, that we do have a commitment from all the use case 
owners to meet those standards in the OMB requirements. 

Ms. CHERFILUS-MCCORMICK. Ms. Harris, what would you like to 
see when it comes to actually being vigilant on making sure that 
we are not utilizing a system that has inherent biases in it? 

Mr. HARRIS. For sure. One thing to note—even Mr. Worthington 
talked about these high-impact systems—VHA has 72 percent of 
their AI use cases as being high impact, so meaning that they af-
fect people and entities and their rights. That is quite a number, 
a high number of systems that have that implication. Yes, you have 
to go through additional hoops, as he had mentioned, with pre-de-
ployment and during monitoring to make sure that, you know, 
rights are not compromised. The VA has told us that there is a 
need for more privacy officers to handle increased data security de-
mands. We would like to see more of those positions being filled to 
ensure that privacy is really taken care of as it relates to these 
high-impact uses case. 

Ms. CHERFILUS-MCCORMICK. I have a few seconds left, but I did 
want to ask Dr. Ghassemi, are there any cases that you have seen 
in public usage or private usage where they have done an excellent 
job in actually removing the biases, identifying them immediately? 

Dr. GHASSEMI. There is a really active domain of researchers who 
are trying to solve exactly that problem. A lot of the studies are 
happening with, for example, the Medical Information Mart for In-
tensive Care (MIMIC) data base, which is based out of the Boston 
area, something that I actually contributed to. 

To summarize, I think the broader domain of that research activ-
ity, in a few words, is it is possible to do it, but it requires a 
thoughtful approach, and each data set is different. What you have 
in the VA and the bias in that will be different than if you are 
doing it in the context of a data set in Boston with somewhere else. 

Ms. CHERFILUS-MCCORMICK. Thank you. I yield back. Thank you 
for your time. 

Mr. BARRETT. Thank you. 
I will recognize myself for 5 minutes again. 
Dr. Ghassemi, I wanted to come back to you, and you have lis-

tened to some of the back and forth testimony and some of the re-
sponses, both from the VA and from members here. You are outside 
of the VA. You have the benefit of being removed from some of this 
internal stuff. I am curious, you know, kind of what your thoughts 
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are to me, and to Mr. Luttrell’s point is we are trying to upgrade 
this legacy health record system on a I guess parallel track, to use 
the term you used. We are trying to modernize some of the easy 
lift items that can be done through assisted technology or aug-
mented, I think somebody said in their testimony as well. Do you 
think that is achievable, number one? You know, how do you think 
that the VA can do this responsibly to make sure that it is done 
in the appropriate way? 

Dr. GHASSEMI. The short answer is I think it is achievable. How 
can it be done responsibly? It has to start first and foremost with 
unification of the data. I heard earlier conversations that—— 

Mr. BARRETT. In unification of data, are you talking about having 
a singular system, or are you talking about the data itself not 
being fragmented across all these different VA facilities? 

Dr. GHASSEMI. What I mean is that you need a singular way to 
represent the data so that an AI system that operates in one sys-
tem can move and operate in another. Now, actually the good news 
is that artificial intelligence can be used to help with that unifica-
tion process itself. I will speak about some of my external experi-
ences here and say why I think there is room to be helpful. It is 
a common problem in industry for corporations to deal with. They 
have a large data base of customers, or health systems have a large 
data base of patients, and they want to enrich that with some data 
from outside of their ecosystem. That is a common problem. There 
is reconciliation of two complex data sets where column names in 
these data sets do not match, representations of values inside these 
data sets do not match. There is so many things that are mis-
aligned here. The same, instead of thinking of AI’s role as coming 
in after you gave done a very heavy duty and costly and inglorious 
task of aligning that data, you can use the AI tools to perform 
alignment of that data, right, to ask how you do the combination 
of the information, the debiasing considerations that were brought 
up earlier, and so on. 

Mr. BARRETT. Thank you, I appreciate that. How do you think 
balancing, you know, the access to this and the benefit that comes 
from it with keeping the paramount interest of, you know, vet-
erans’ consent and privacy and all of those things that we cannot 
miss the mark on as well? I would be interested in your thoughts 
on that. 

Dr. GHASSEMI. Yes, I think disclosure is really important trans-
parency. You know, when we go to a supermarket and we turn 
around an item that is on the shelf? On the back is disclosed to 
us through nutrition label what are the contents inside of the food 
that we purchase. In a similar way, if you think of care that we 
receive as an item, then you need a similar way to inspect what 
components, which parts of the ingredients in that care came from 
which sources. Did they come from a model that Oracle trained on 
their Cerner ecosystem? Did they come from an academic paper? 
Did they come from a clinician’s judgment? The traceability of that 
decision and making it transparent back to the end consumer of 
the care, which is the veteran, that is really important because 
they have a right to know how care is being derived prior to con-
senting to receive it. I think that transparency sits at the beating 
heart of doing this correctly. The reason there is trepidation, as far 
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as I understand it, behind the use of AI—not just in healthcare by 
the way, but in a large number of industries, is because the trans-
parency is an issue, right? It could tell you—hallucinations—I 
think maybe some of you have heard of this concept. If you have 
not, I will quickly define it—is when a model basically confidently 
tells you the wrong answer. There are ways to overcome this. They 
require some expertise, but it is solvable. 

Mr. BARRETT. Thank you. I appreciate it. I am out of time. 
Ranking Member Budzinski, I will recognize for you 5 minutes. 
Ms. BUDZINSKI. Thank you very much. September is Suicide Pre-

vention Month, and our full committee has not had a hearing for 
many years on suicide prevention, which I think is something that 
is a very big missed opportunity and something I am hoping we 
can be getting to. 

I can use this opportunity at this subcommittee hearing to ask 
the VA some questions around suicide prevention and then the con-
nection with AI and how AI might be a useful tool suicide in pre-
vention, like the REACH VET algorithm model, in particular. My 
question is for actually Dr. Carey. Can you speak to how VA is 
planning to use its AI inventory to build on this success? 

Dr. CAREY. Absolutely. Thank you so much for the question. As 
you know, it is incredibly important that we take care of our vet-
erans, especially in this context of mental health needs. We have 
been operating the REACH VET model for a number of years, as 
Mr. Worthington noted, since 2017 successfully. We have updated 
that model recently to ensure it has ongoing high performance of 
identifying identification of veterans at the highest risk core tiles. 
Then we implement that model as part of a multipronged strategy 
to ensure veterans get the care they need. Their receipt of the care 
they need does not depend only on identification of an AI tool or 
being flagged as being at high risk. It is just one of many strategies 
we use to ensure that veterans are regularly screened, and, as you 
noted, in the opening statement, if anybody falls through the 
cracks, that they have an opportunity to still receive the care they 
need. 

Ms. BUDZINSKI. One of my concerns is just we do not want to pre-
vent human involvement from being a part of suicide prevention. 
We can use AI as a tool. How does the VA look at-you know, work-
ing to ensure that human involvement is not eliminated as a part 
of the critical nature of the care that we want to be able to provide 
to a veteran with suicide prevention efforts? 

Dr. CAREY. Thank you. That is a fantastic question, and we com-
pletely agree. I want to make it absolutely clear that VA clinicians 
deliver care to veterans. VA clinicians are in control of the care 
that veterans receive. While we do use AI tools to surface risks and 
ensure that all veterans are flagged to get the care they need, what 
happens next is that a human at the VA reaches out to that vet-
eran, where it first reviews the information and decides if outreach 
is necessary. 

Ms. BUDZINSKI. Okay. Could you commit for me that the VA will 
never use AI, including chatbots, as a substitute for frontline staff 
responders for mental health crisis intervention? 

Dr. CAREY. We do not currently have any plans that I am aware 
of to use AI as a treatment device instead of providers. I personally 
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have been a part of many conversations where we ensure that con-
tinues to be the case. 

Ms. BUDZINSKI. Okay. Thank you. 
Ms. Harris, could I ask, what risks are posed by using AI tools 

for use cases other than their intended purpose, like the use of 
chatbots that were developed for programs like Veterans Readiness 
and Employment (VR&E) or home loans and crisis intervention 
support? 

Ms. HARRIS. Well, I think that there would be significant risks 
in a tool that is not being performed as intended. 

For example, if you are using an AI chatbot for one program, but, 
you know, obviously if you use that same bot for another program, 
it is going to produce poor results. That is because the data that 
was used to teach that tool would not be relevant to the expected 
role for that other program. We would certainly think that there 
is significant risks in dealing with what you have asked. 

Ms. BUDZINSKI. Okay. Then I guess the VA’s Office of Inspector 
General reported in April that Veterans Benefits Administrations 
(VBA) automated decision support tool was ineffective in helping 
claims processes assign the correct effective date for PACT Act 
claims. This resulted in at least $7 billion in improper payments. 
I worry that VHA’s rushed to expand automation will lead to simi-
lar errors that could put patients at risk. 

Shifting gears, Mr. Worthington, how do you plan to measure ac-
curacy of implemented and piloted AI tools? 

Mr. WORTHINGTON. That is a great question. I think by having 
all of the use cases documented, along with the owner of each AI 
use case, we will have the consistency plans available to us so that 
then our colleagues and VHA can be regularly following up to see 
what they found. We agree that continuous monitoring of AI in pro-
duction is very important. 

I do think our healthcare system is particularly well designed to 
monitor for those sorts of things because that is part of what they 
do in a non-AI context as well. 

Ms. BUDZINSKI. Okay. Just a quick follow up. At the hearing on 
this topic, Mr. Worthington, last year, you mentioned that the key 
to understanding how any particular AI may introduce biases is to 
understand the data that it was trained on and the outputs it pro-
vides. 

Considering the efforts of this administration to limit what kind 
of data may be available in research data sets or in a veteran’s 
medical file, do you believe that this will impact the efficacy of VA’s 
AI tools? 

Mr. WORTHINGTON. I would have to get into the specifics of any 
given case. I think, at a high level, it is very important to under-
stand what data went into the training and do pre-deployment test-
ing before we use something in production. 

Ms. BUDZINSKI. Okay. 
I yield back. 
Mr. BARRETT. Thank you. I will now recognize Mr. Luttrell. 
Mr. LUTTRELL. Thank you, Mr. Chairman. 
Dr. Ghassemi, I am fascinated with your previous statement. 

Clean data, dirty data, retrospective, prospective data, the transfer 
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of information is very challenging. I am not going to say impos-
sible. I will never say that. 

Currently, the VA does not house all of veterans’ data. It sits in 
the different silos of the different hospitals. I think the death 
records lives in one spot, but everyone else is assimilated, right? 
Correct? 

Mr. WORTHINGTON. There is definitely siloed systems, although 
our health data is pretty consolidated. 

Mr. LUTTRELL. Consolidated. It make senses to me—and I do not 
know the price tag on this, if this is even possible, that if all the 
data lived in one enclave, the entire veterans space lived under just 
say the VA data center—which I do not even know what that 
would look like—but then the VA could control access to anybody, 
including all the sites, plus every single university and research 
student, whoever it wants to touch it, and they could prevent the 
ability for data theft. Is that a fair statement? Anybody? 

Mr. WORTHINGTON. I do think that consolidating data into secure 
platforms can be a good enabler of this sort of technology for sure. 

Mr. LUTTRELL. Are we even having that discussion inside the 
VA? You can say no. 

Mr. WORTHINGTON. Yes, we were actively working and, in fact, 
have done a number of data consolidations to make that possible. 

Mr. LUTTRELL. I have been here for about 3 years now, and the 
word ‘‘activity working,’’ it does not really resonate in this place. 

Are we really wanting to do this, or is this just something that 
is just something you are throwing at me? 

Mr. WORTHINGTON. No, I think like an example, like the REACH 
Vet model that we just tried is a model that was created based on 
that consolidated data set that draws on data from all the different 
medical centers as well as other data into one central data ware-
house. 

Mr. LUTTRELL. Everybody can touch it. If somebody in Conroe, 
Texas, a VA facility that I have says, ‘‘Hey, look I have a veteran 
here that has this,’’ they can reach out to that data center, popu-
late from tens of trillions of data points, and send back, ‘‘Hey, most 
likely this is what we are looking at’’? 

Mr. WORTHINGTON. Well, when you are using it—it gets com-
plicated quickly, as you know. 

Mr. LUTTRELL. I know. 
Mr. WORTHINGTON. Different use cases have different degrees of 

connectedness. In terms of building places where we can create 
those models that we just went through like REACH VET, we do 
already have investments that help with that. 

Mr. LUTTRELL. Okay. If we do have the willingness to do this, 
somebody is going to have to have the software in place to do it. 
Mr. Ghatak, I am not going to let you out of here without saying 
something. Okay. 

Who can handle something like this? Company-wise, industry, 
whoever? Do not say Michigan State because you are sitting in the 
room with me. 

Mr. GHATAK. No, sir. I would say University of Michigan where 
I went to school, they could probably take—— 

Mr. LUTTRELL. They are pretty good, too? Okay. Yes. 
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Mr. GHATAK. Sir, I spent 4 years in the Federal Government, I 
have worked in the General Services Administration under Tech-
nology Transformation Services (TTS), and I had the opportunity 
to work with a lot of different agencies in that capacity. What I saw 
there was what I had seen throughout my commercial career, 
which is, as I put in my written statement, organizations have way 
more data than they realize. That data exists in more locations 
than they are aware of. That data means different things in dif-
ferent places at the fundamental root level in terms of where the 
data exist. The number one reason that projects fail—if it is an AI 
project or if it is any other technology project, it is because of the 
data. If the data is not there, then no matter what position, what 
solution you have, it will never really work. It is sort of like what 
we call lipstick on a pig, in other words. You have to solve that 
problem. 

Now, who solves that problem? That is an enterprise wide prob-
lem. That is an enterprise wide acknowledgment that the problem 
exists, and then an enterprise wide effort to make the investment 
in solving that problem from a—— 

Mr. LUTTRELL. Multiple agencies are going to have to come in on 
top of this. 

Mr. GHATAK. I would say multiple departments within an agency 
would report up through a business leader, a chief officer, reporting 
up at the highest level to make that investment and to solve that 
problem at the fundamental level. Because if it is not solved fun-
damentally, then the underlying structure of any solution will not 
work. 

Mr. LUTTRELL. I am going to make the assumption, which I prob-
ably should not. This is what is going to have to happen. Yes? 

Mr. WORTHINGTON. I think we need to find ways to get the exact 
right piece of data from everything that VA and U.S. Department 
of Defense (DOD) have access to the person that needs it at the 
right time. I actually think that search-and-summarization capa-
bility is actually one of the things that we are excited about AI may 
be being able to help with. 

Mr. LUTTRELL. This is what AI will do for us. 
Mr. WORTHINGTON. I think it could help with those sorts of 

things to sift through all—— 
Mr. LUTTRELL. I do not think the human brain could process that 

many data sets. 
Mr. WORTHINGTON. That is right. This is one of the areas we are 

actively investing in. 
Mr. LUTTRELL. I should not say that. The human brain could ab-

solutely do anything; the human being cannot. 
Mr. WORTHINGTON. I think it gives an opportunity to empower 

people to act on more information than they would be able to do 
manually. 

Mr. LUTTRELL. That is something that—the kind of downstream 
I would like to—you know, I would like to see the—how we are lay-
ing this out. At the end of the day, as appropriators, in Congress, 
we are going to have to put a dollar sign on that. Since Electronic 
Health Record (EHR) is really giving us a great time, you kind of 
see where I am going with this? 

Thank you, Mr. Chairman. I yield back. 
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Mr. BARRETT. Yes. Thank you, Mr. Luttrell. 
I will recognize myself for 5 minutes. 
Mr. Ghatak, you mentioned in your testimony, kind of compared 

AI to the early days of the railroad, right? You know, this was a 
great advancement, but it was fraught with all these problems and 
challenges, and, you know, over time was perfected—and I guess 
never truly perfected, but certainly perfected to the degree that we 
can reasonably get to. 

I think when it comes to artificial intelligence, there is a greater 
risk than the occupants of a train rolling down a railroad track. 
This could have catastrophic outcome if left, you know, unguarded 
or breach of information or, you know, who knows what. It could 
be truly problematic. 

What are the guardrails that you think are appropriate and nec-
essary right now to make sure that that does not happen with AI? 
Like how are we going to look over the horizon of what could hap-
pen and prevent it from happening on the front end? 

Mr. GHATAK. Thank you. It is a great question. I think it is a 
very—it is sort of a fundamental question in terms of AI and what 
it is and what it is not. As I said in my statement, when you inter-
act with AI tools today, it feels like you are talking to a human 
being, but it is not a human being. It has no moral conscience. It 
does not really understand the words that is actually being given 
to it or the words that it is producing. 

There are a number of ways to really address this issue. One of 
those is really understanding the difference between correlation 
and causation without getting into great statistical detail. 

There is nearly a perfect correlation—as I put in my testimony— 
in terms of the number of Google searches for the word ‘‘Nintendo’’ 
and the number of librarians in the State of Michigan. Most statis-
tical models will rely on this relation—since I am using correla-
tion—to identify patterns and then reproduce those patterns in its 
output. What is really needed is an emphasis on causation, under-
standing the inputs that a model uses, how those inputs relate to 
each other, and how those relate to the outputs. 

There is very little effort being placed on that type of technology 
and that type of investment because the dollars are already chas-
ing correlation. Correlation is a lot easier to do than causation. 
That is where a lot of the investment goes. 

I would say one of fundamental areas is—and I do not know if 
it can be mandated, but I would think—I would hope that the sci-
entific and research community would realize that is the power of 
AI, is to unlock the true potential of it, is to really mimic how a 
human mind works, which is it sees something and reacts to it, 
and then produces something else. To mimic that with other tech-
nology would be great. 

The other thing that I did want to say is going back to the data 
itself. A model is trained. I think the question was around bias, 
right? The data that the model is given, if it is not inherently 
debiased, if a lot of thought is not given to the data itself that the 
model receives, then the output will be inherently biased. It could 
be biased because of the way it is engineered. It could be biased 
because of the data that it is given. Because these models are so 
complex and so little work has been done to understand how they 
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work, we will never know if it is the model that is biased or the 
data that was biased. 

Again, a principle, a development principle, a research principle, 
a standardization that is adopted by industry to address all of 
those would be very helpful. 

Mr. BARRETT. Yes, thank you. That correlation-causation thing is 
really important. I would bet or guess that a lot of information at 
the beginning is correlation information. Over time, maybe it can 
be perfected or improved into the causative and non-causative, you 
know, parts of that. At the beginning, it is ‘‘if this, then that’’ cor-
relation. We may not know why or how, but these things, especially 
when you are dealing with medical information over a long period 
of time, and, you know, if enough people come in with a correlating 
condition, enough times we begin to believe it is causative for a 
risk factor for something else. 

I guess how do we—like how do we make good decisions based 
on that? You know, because we may not even understand the caus-
ative nature of it, but if it is enough correlation data there, maybe 
it does tell us something. 

Mr. GHATAK. Absolutely. I think correlation has a purpose in 
terms of identifying patterns or identifying things that are outside 
of the norm, absolutely. It is a wonderful tool, and it is a critical 
tool. My position would be that it just cannot be used in a vacuum. 
That coupled with understanding causation and investing more in 
those types of tools to help understand the true relations between 
these things and why one is causing the other. 

As I mentioned, there is no obvious relationship between Google 
searches and the number of librarians. The problem is correlation 
models do not know that. 

Mr. BARRETT. Right. 
Mr. GHATAK. They just Google that number and run with it. 

There are a lot of crazy examples that I can give, but that is a good 
one and relevant. That emphasis on causation I think is really one 
that has not been invested in as much as it should be. It is some-
thing that we found that is really helpful and powerful that helps 
us understand our models and why they came that way. Also, when 
they fail, we understand why they fail. It is likely because some-
thing broke in that relationship or did not work in that relation-
ship. 

Mr. BARRETT. Thank you. I am out of time. 
I am going to yield to Ranking Member Budzinski for 5 minutes. 
Ms. BUDZINSKI. Thank you. Thank you, Mr. Chairman. 
I wanted to ask Ms. Harris some follow-up questions. Just as 

ranking member, I have spent now a lot of time asking the VA how 
it plans to juggle all of these different numerous modernization ef-
forts the Department is pursuing, like Electronic Health Record 
Modernization (EHRM), of course, supply chain, HR modernization, 
and now AI. 

I was wondering if you could speak to the types of resources that 
the VA will need to consider having at its disposal as it deploys 
these systems. 

Ms. HARRIS. Yes, thank you for the question. I mean, first and 
foremost, I think it is hugely problematic that VA does not have 
a permanent CIO in place. I know you mentioned it in your open-
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ing statement. That is because, under his or her leadership, that 
is where these, you know, various IT modernizations get 
prioritized, you know. Plus our work has shown that, you know, 
when you have that steady leadership over, you know, 3-to 4-year 
time period, that is essential for any successful major IT initiative, 
including all the AI initiatives, Zero Trust, EHRM, all those things. 

The second point, OIT is obviously going through a major re-
structuring right now. They have requested almost $300 million 
less in Fiscal Year 2026 than the previous year. They have also re-
duced staff by 931 staff. 

Now more than ever, VA needs to fully understand—have the 
comprehensive grasp on the skills and inventories that they have 
in their IT workforce, and at this time, they do not know that. 
They are not in a position to effectively assess what they need if 
they do not know what they have. That is an open recommendation 
that we have. That is first and foremost something that they need 
to do in order to answer your question. 

Ms. BUDZINSKI. Okay. Thank you. 
Mr. Worthington, in GAO’s review from July, VA noted that it 

faced challenges with implementing generative AI use cases due to 
a lack of sufficient technical resources and budget. Your testimony 
highlights this issue of cost as well. 

As it is currently funded and staffed, do you believe the VA is 
capable of implementing additional AI-use cases on top of these 
other modernization efforts that I have mentioned. 

Mr. WORTHINGTON. Thank you for the question, Ranking Mem-
ber. I do think that we have the resources to implement high-im-
pact AI, but it is a tough environment. Everything is competing for 
resources with each other. It is a matter of prioritizing those things 
that are going to have the most amount of veteran impact with the 
resources that we have. 

Ms. BUDZINSKI. Okay. I guess I just go back to what Ms. Harris’ 
recommendation, getting a CIO I think is really critical to helping 
to prioritize all of these different really important initiatives. 

Mr. Worthington, do you believe the VA’s challenges with retain-
ing AI experts and other technical employees may impact VA’s abil-
ity to scale AI tools and other modernization efforts? 

Mr. WORTHINGTON. I definitely think having AI experts on the 
VA side will help make us a better purchaser of these solutions, 
and it is an important thing for us to do. We have invested a lot 
in trying to build this team, especially through partnerships with 
things like the United States Digital Corps and the Presidential In-
novation Fellows Program. You want to lean into those sorts of 
partnerships to help us bring AI experts in, in addition to those 
that we can recruit ourselves. 

Ms. BUDZINSKI. Okay. Great. Mr. Worthington, we are hearing 
reports of VA’s ambient listening pilot will be rolled out across ten 
facilities by the end of this year. What is the Department deter-
mining a success for this pilot? 

Mr. WORTHINGTON. Thank you for the question. I will let Dr. 
Carey give you some details on that. 

Dr. CAREY. Thank you for the question. We have established a 
series of criteria and evaluation as we roll this out that is focused 
on user acceptance testing, veterans’ perceptions of the tool as its 
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used in their ongoing trust, and the care they receive, and just 
overall performance of the tool. We will continue to monitor that 
during the pilot. 

Ms. BUDZINSKI. Okay. Are you measuring clinician burden, and 
what are your targets? 

Dr. CAREY. We are—I can take that for the record to get back 
to you with the specifics. In general, we are measuring clinician 
burden and getting clinician feedback both synchronously and 
through survey mechanisms to understand the impacts. 

Mr. WORTHINGTON. One thing I would love to add is the users 
of our generative AI tool that is deployed to the workforce as a 
whole, in a survey, 73 percent of the users of that tool reported 
that they were able to spend more time fully using their profes-
sional skills, and 68 percent reported increased job satisfaction. I 
do think that these tools are going to be value adds to our work-
force to help them do more to serve veterans. 

Ms. BUDZINSKI. Well, it seems to me that we are placing a mas-
sive burden on providers. That is a concern. From being an ambas-
sador to the tool for veterans, ensuring the tools’ accuracy, and 
then reporting and mediating issues as they arise, how is the De-
partment working to be proactive about receiving feedback from 
providers on issues with this tool? 

Dr. CAREY. Thank you. That is a great question. Just briefly, I 
want to recognize, it is so important to balance that survey re-
sponse burden and burden on the clinicians that are also providing 
care. We have been partnering with clinicians on day one, design-
ing this as they are the end users. We just have ongoing conversa-
tions with them about the best way to balance those competing 
things. 

Ms. BUDZINSKI. Okay. Thank you. I yield back. 
Mr. BARRETT. Thank you. I will—we are going to close here mo-

mentarily. I just have one quick question. 
On that listening and automation transcribing, is that file of that 

recording, is that deleted after it is transcribed? Is there some pro-
tection there to make sure that it is not archived or held some-
place? 

Mr. WORTHINGTON. We do have procedures on that and would be 
happy to get that back to you for the record. I do not have the de-
tails in front of me, but, yes, we have got that accounted for. 

Mr. BARRETT. Thank you. I will now yield to Ranking Member 
Budzinski for her closing statement. 

Ms. BUDZINSKI. Okay. Thank you. I just want to thank the panel-
ists for being here today to have this conversation. I do very much 
appreciate it. 

I do want to go back, though, Mr. Worthington, to a conversation 
we had earlier about the six VA employees that had been working 
with DOGE and a letter that Ranking Member Takano had written 
to the VA back in June. We have not gotten a response. We just 
want similar transparency around access to the data that those six 
employees had. That is veterans’ data. I just want transparency 
and some additional information on that. 

Anything you can do to help us get a response back for Ranking 
Member Takano would be very appreciated. Thank you. 
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Mr. BARRETT. Thank you, Ranking Member Budzinski. I appre-
ciate it. 

I want to thank our panelists and the members today for joining 
us for this important hearing. This hearing has made clear that VA 
has both made a tremendous—we have had both a tremendous op-
portunity as well as a serious responsibility when it comes do using 
artificial intelligence within the VA. 

VA has access to some of the best data and research assets in 
the world. I know Mr. Luttrell pointed that out in some of the 
questioning too. 

If used the right way, AI could help doctors detect cancer earlier, 
prevent heart disease, cut down on paperwork, and, most impor-
tantly, save veterans’ lives and hopefully prevent veteran suicides 
in the process. 

Programs like REACH Vet show us it is possible when tech-
nology is focused on the mission, and we can improve outcomes. Let 
us be clear, AI is a tool, not a replacement for doctors, nurses, and 
care teams. I appreciate the VA stipulating that we are not trying 
to replace practitioners with AI tools. 

It can help identify risks earlier and provide clinical pathways, 
but it cannot and must not replace treatment or human judgment. 
That is the reason we send doctors to college, right, because we 
want them to be experts on what they are doing. 

Veterans deserve both cutting-edge technology and a strong med-
ical team working together on their behalf. That means vigilance 
and self-responsibility—and a sense of responsibility are still re-
quired. If VA fails to safeguard veterans’ data or to maintain trans-
parency, trust will be lost, and progress is going to stall. 

This subcommittee will continue to hold the VA accountable to 
ensure that AI enhances care, reduces red tape, and strengthens— 
not substitutes—the human touch needed in medicine. 

I ask unanimous consent that all members have 5 legislative 
days to revise and extend their remarks and include extraneous 
material. 

Without objection, that is so ordered, and this hearing is ad-
journed. 

[Whereupon, at 4:23 p.m., the subcommittee was adjourned.] 
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PREPARED STATEMENTS OF WITNESSES 

Prepared Statement of Charles Worthington 

Chairman Barrett, Ranking Member Budzinski, and distinguished Members of 
the Subcommittee, thank you for the opportunity to testify regarding VA’s oppor-
tunity to use Artificial Intelligence (AI) to improve health care and services to Vet-
erans. Your longstanding support of Veterans and their families is greatly appre-
ciated. I am accompanied today by Dr. Evan Carey, Acting Director of the National 
Artificial Intelligence Institute, Digital Health Office, Veterans Health Administra-
tion. 

While the use of AI at VA is not new, recent advances in the capabilities of AI 
systems represent a significant opportunity for VA. Many of the most time-con-
suming tasks VA employees and Veterans must now complete manually could, in 
the future, be made dramatically faster and more accurate when assisted by effec-
tive AI-enabled software. VA, in partnership with industry, academia, and other 
Federal agencies, is working rapidly to seize this opportunity. 

VA’s strategic vision is to make the Department an industry leader in AI that im-
proves Veterans’ lives by delivering faster, higher quality, and more cost-efficient 
services, with strong governance and trust. 

We have distilled this strategy into five execution priorities: (1) expanding AI ac-
cess across the VA workforce; (2) reimagining high-impact workflows with AI and 
automation; (3) ensuring the most promising AI projects receive prioritized invest-
ment; (4) building an AI-ready workforce; and (5) running transparent and effective 
AI governance. 

To realize this strategy, VA is increasingly investing in AI-driven tools that en-
hance productivity, reduce manual burden, and improve service delivery to Vet-
erans. In VA’s 2024 inventory, we reported 227 AI use cases, representing nearly 
100 more use cases than in the 2023 report. We expect this increase to continue 
in our 2025 report. 

These investments are yielding tangible results. In one highly anticipated use 
case, VA now offers an on-network generative AI tool known as VA GPT. Over 
85,000 users are engaged with the tool which assists with basic administrative tasks 
such as drafting emails and summarizing documents and meetings notes. A survey 
of VA GPT users found that the tool saves its users an average of 2.5 hours per 
week, with more than 80 percent agreeing that it has made them more efficient. 

Furthermore, we have successfully piloted and scaled an AI-assisted software de-
velopment tool called GitHub Copilot, now used by over 2,000 developers within OIT 
and our contract partners. These software developers indicate this AI-assisted soft-
ware development tool is helping them deliver capabilities faster and saving them 
over 8 hours a week. This includes faster development of Veteran-facing features on 
VA.gov, making it easier to refill prescriptions and apply for benefits, and the im-
provement of backend systems that accelerate claims processing. 

AI-augmented tools are also driving improvements in clinical care, with 82 per-
cent of the over 200 use cases in VA’s inventory coming from the Veterans Health 
Administration (VHA). VA’s Stratification Tool for Opioid Risk Mitigation (STORM) 
uses machine learning to identify and mitigate the risk of overdose and suicide 
among Veterans prescribed opioids or with opioid use disorder. By summarizing pa-
tient risk factors, STORM identifies high risk Veterans for review by expert health 
teams. Health care teams reviewed the care of over 28,700 Veterans identified by 
STORM in the past year alone, decreasing mortality in high-risk patients by 22 per-
cent. Since its launch in 2017, the REACH VET program has used tools like 
STORM to identify and bring clinical attention to nearly 135,500 Veterans, improve 
outpatient care, reduce suicide attempts, and decrease the number of mental health 
emergencies. 

Additionally, VHA has deployed 84 AI-assisted devices that have been authorized 
by the , including one that uses computer vision to enhance clinical outcomes such 
as early tumor detection. One VA study showed that using AI-assisted colonoscopy 
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devices increased adenoma detection rates by 21 percent, which is associated with 
lower late-stage cancer incidence and reduced mortality. 

VA is committed to implementing innovative, AI-powered tools that advance 
health care for Veterans, improve the experience of care teams, and optimize VA’s 
workforce. As part of this commitment, VA will pilot ambient scribe technology at 
10 sites beginning this fall. Ambient scribe is an AI technology that listens to and 
documents the conversations between health care providers and patients. AI proc-
esses a transcript of the encounter to generate secondary outputs like clinical en-
counter notes and coding recommendations. It has the potential to transform health 
care by reducing clinician burdens, enhancing efficacy, improving patient care qual-
ity and experience, and engaging with clinical decision support services. Ultimately, 
it allows the provider to spend more time face-to-face with Veterans. 

As we progress, protecting Veterans’ data privacy while responsibly leveraging 
AI’s potential is a top priority for the Department. Like all software approved for 
use at VA, AI systems must meet VA’s rigorous security and privacy standards be-
fore they receive an Authority to Operate. Additionally, consistent with the Office 
of Management and Budget memorandum M–25–21, our team is facilitating an 
agency-level review of each AI use case to ensure the tool meets the Government’s 
standards for innovation, governance, and public trust. Each use case undergoes an 
AI Impact Assessment to identify and mitigate risks. 

Further, VA has established and is committed to maintaining an annual AI use 
case inventory. First released in December 2024, we are on track to provide an up-
date to this inventory in December 2025. This inventory positions VA among the 
most transparent health care systems in the country regarding AI. 

Looking ahead, our focus over the next 12 months will be implementing our stra-
tegic execution priorities by expanding employee access to generative AI to 100 per-
cent of VA staff, reimagining high-impact workflows, prioritizing investment strat-
egy to high return-on-investment AI solutions, releasing new AI training opportuni-
ties for employees, and maintaining transparent and effective AI governance by en-
suring 100 percent of VA’s high-impact AI use cases meet the Administration’s 
standards. 

Despite our industry-leading progress, VA acknowledges the adoption of AI tools 
presents significant challenges. Among them is integrating new AI solutions within 
VA’s highly complex existing system architecture, and as a Government entity en-
trusted with Veterans’ private information, balancing adoption of new and emerging 
tools and vendors with the Government’s strict security compliance standards is cru-
cial. Retention of AI experts is a challenge. Finally, scaling commercial AI tools will 
incur additional costs, making it an ongoing effort to align these costs with available 
technology funding. Cost is one of many reasons the Department encourages Con-
gress to fully fund VA next year in lieu of another continuing resolution. 

In conclusion, VA remains steadfast in its commitment to harnessing the power 
of AI to improve the lives of Veterans. By strategically investing in AI tools and en-
hancing our workforce’s capabilities, we aim to deliver faster, higher quality, and 
more cost-efficient services. While we acknowledge the complexities and challenges 
inherent in this transformation, we are dedicated to maintaining the highest stand-
ards of governance, transparency, and ethical use of AI. With your continued sup-
port, we can ensure that VA leads in AI innovation and sets a benchmark for re-
sponsible AI use in public service. Thank you for the opportunity to testify before 
you today. I look forward to your questions. 

f 

Prepared Statement of Sid Ghatak 

Chairman Barrett and distinguished Members of the Subcommittee: 
Thank you for the opportunity to testify. My name is Sid Ghatak, and for almost 

three decades, I have designed and deployed artificial intelligence and forecasting 
systems across finance, healthcare, pharmaceuticals, media, and government. 

I currently serve as the Chief Technical Advisor for the National Artificial Intel-
ligence Association, the premier organization representing over 1,500 businesses in 
the advancement of AI, and am also the founder and Chief Executive Officer of In-
crease Alpha, LLC, where we use artificial intelligence to predict stock prices and 
license these predictions to hedge funds. 

In the Federal Government, I served in the General Services Administration for 
almost 4 years, where I was a Director of the Data & Analytics Center of Excellence. 
In that role, I co-authored the Federal AI Maturity Model 3 years before AI took 
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the world by storm and contributed to previous Executive Orders on AI, specifically 
on the critical issues of data security and privacy. 

At Increase Alpha, I architected a predictive AI model that generates alpha once 
thought impossible—a deep learning system exceptionally accurate at predicting eq-
uity prices. Increase Alpha far exceeds multiple industry benchmarks, including ac-
curacy, Sharpe ratio, and alpha generation. This solution is not based on Large Lan-
guage Models but is a purpose-built predictive engine designed for a very specific 
need. 

I want to emphasize that it is entirely unrelated to the Department of Veterans 
Affairs and has no bearing on today’s testimony. I mention it only as an example 
of how AI, when carefully designed with a clear purpose, can achieve exceptional 
effectiveness. 

Taken together, this diverse background—spanning academia, government, and 
industry—has given me the rare opportunity to actually build AI systems that work 
well in the real world. Because I have spent my career outside the orthodox worlds 
of academia, venture capital, and big tech, I am also not beholden to herd mentality. 
Instead, I bring an expert, independent perspective which is especially valuable 
now, when much of the world is caught up in the ‘art of the possible’ with AI, when 
what is most urgently needed is a sober understanding of what is safe, practical, 
and ready to serve the public. 

LLMs like ChatGPT, Claude, and Gemini are a powerful subset of AI, but they 
come with their own set of problems, specifically in healthcare, where hallucinations 
and sycophancy on the part of chatbots can lead susceptible users down psycho-
logical rabbit holes. Which is why it’s important to clarify that AI is bigger 
than just ChatGPT and its competitors. 

To use an analogy: the steam engine transformed society, fueling the Industrial 
Revolution. While steam power still exists today, it gave way to other forms of 
power over time. Until steam engines were used to create the first railroads, no 
human had ever traveled faster than a horse. This new form of transportation 
opened the world’s eyes to what was possible, just as ChatGPT has shown the world 
the art of the possible with AI. But early train travel was dangerously unreliable. 
Accidents were frequent, derailments common, and thousands of lives were lost be-
fore rail systems matured into the safe networks we know today. 

The lesson is clear: revolutionary technologies will evolve and improve over time 
when the private sector and government work in collaboration. The same applies 
to AI. 

As the Committee gathers information on how to modernize technology at the VA, 
I would like to offer three pieces of advice from my decades at the front lines of 
building and implementing advanced analytical solutions: 

1. Expand the playing field: For the last several years, the world has been 
consumed with Large Language Models to the point where AI has become syn-
onymous with it; however, that is not the case. Many other types of AI may 
have similarities to these models, but function very differently. Technologies 
that specialize in interpreting and understanding images, video, and audio, for 
example. Or technologies that are better suited to working with numbers and 
symbols instead of words. And new tech that has yet to be invented. 
There is an old adage that when you are a hammer, everything looks like a nail. 
The world has become so enamored with LLMs, and rightfully so. Interacting 
with them can feel magical, giving you the sense that they are real people, 
though they are not. This may be why little to no investment is being made 
into these other areas. 
At Increase Alpha, we have demonstrated clearly what can be done with other 
forms of Artificial Intelligence. I began building our models at the same time 
as the research underlying ChatGPT was published. I had also encountered the 
same compute, cost, energy, and reliance on Nvidia GPUs issues we still see 
today. I also took a different approach to conserve resources and focus on sim-
plification using Predictive Intelligence, which led to lean AI models that use 
a minuscule amount of data compared to LLMs, and which are small enough 
to run on a cell phone. 
Over 4 years, the success of my models directly contradicts the notion that mas-
sive amounts of data—along with their associated infrastructural and oper-
ational costs—are needed to build AI solutions that are extremely accurate, in-
novative, and reliable. Not to mention that they also consume ever-increasing 
amounts of energy and utilize models that produce outputs that are often in-
comprehensible and unexplainable. I have proven, in one of the most competi-
tive and challenging tech arenas, that modern AI does not require all this if it 
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is designed correctly from the outset. The Administration, in its recent AI Ac-
tion Plan, does not limit AI to the narrow definition of LLM and provides sup-
port for numerous types of technologies to be developed. 

2. Correlation is not Causation: The difference between correlation and cau-
sation is best understood through an example. There is a near-perfect correla-
tion between the number of Google searches for the word ‘Nintendo’ and the 
number of librarians in Michigan. It doesn’t take a rocket scientist to under-
stand that there is no actual relationship between the two trends. 

Why is this so important? Because AI solutions today, such as ChatGPT, are 
based on correlations, even if those correlations are nonsensical. It is why they 
hallucinate (make up answers based on nothing), and why they have an inher-
ent bias. While they give the impression of understanding and reasoning 
through their rapid generation of coherent text, they have no idea what the 
words themselves actually mean. They excel at predicting the next best word 
based on a vast network of correlations and are even better at providing the 
user with the answer they want to hear, even if it’s not accurate. 

To achieve true artificial intelligence, these systems would also have to know 
why the next word was predicted, which cannot currently be explained. They 
would need to know the truth behind every output. This is causation. That is 
how the human mind works. Until AI systems can understand and explain the 
‘why’ of their inner workings and outputs, and become reliable sources of truth, 
they will never be truly intelligent. I remain hopeful that I will experience this 
in my lifetime, but it has not happened yet, nor is it likely to happen soon. 

3. Data, Data, Data: AI is an engine that requires data. But not just any data. 
Accurate, functional AI systems that produce explainable and auditable outputs 
require vetted and cleaned data, which we feel 100 percent confident using. By 
some estimates, the Federal Government has more data than any other organi-
zation in the world. 

As a former Federal employee, I had the opportunity to work on projects that 
required this type of clean data to achieve their envisioned solutions. What I 
saw firsthand was the same thing I had seen in every other large organization. 
There was always more data than anyone realized. No one really knew where 
all of it was located or what it meant, and the sheer effort to gather, clean, and 
organize that data for proper use would have been enormous and cost-prohibi-
tive. 

This is one of the key reasons many AI and data analytics projects fail. Unless 
an organization is willing to make the investments in organizing and cleaning 
their data, these solutions—to put it bluntly—will be like lipstick on a pig. They 
will not work over the long run, and even when they do, they will not be reli-
able because they are not explainable. 

We can see this already in current versions of Large Language Models, which 
are aptly named because they are built on unfathomably large amounts of lan-
guage data. Some of it is factually correct. Some of it is factually wrong. Some 
of it has good intentions. Some of it is prejudiced, with built-in hate, discrimina-
tion, and the bias of their very human authors. As the old saying goes, garbage 
in, garbage out. 

What does this all mean for the VA and the well-being and care of our veterans? 
I can’t claim to know. No one does. But I want to leave you with a prediction of 
my own. I believe we truly are on the verge of a revolution on the scale of the Indus-
trial Revolution. So, if I could leave you with one idea today, it would be this: AI 
is actually much bigger than today’s LLMs. And it is these technologies, many of 
which have yet to be invented, that will enable the VA to execute its mission ‘‘To 
fulfill President Lincoln’s promise to care for those who have served in our Nation’s 
military and for their families, caregivers, and survivors.’’ 

In light of this, the Committee’s work is vitally important to ensure that the in-
vestments the Federal Government makes into AI solutions will actually fulfill its 
mission. Our Veterans have given their bodies, minds, and very lives so that we all 
can enjoy ours, and we owe them more than our thanks and gratitude. We owe them 
the help and services they need when and how they need them. 

I am privileged to be here today, amongst my esteemed colleagues, and I look for-
ward to answering your questions. Thank you for this opportunity. 



35 

Prepared Statement of Mohammad Ghassemi 



36 



37 



38 



39 



40 

Prepared Statement of Carol Harris 



41 



42 



43 



44 



45 



46 



47 



48 



49 



50 



51 



52 



53 



54 



55 



56 



57 

Æ 


		Superintendent of Documents
	2025-12-30T11:33:34-0500
	Government Publishing Office, Washington, DC 20401
	U.S. Government Publishing Office
	Government Publishing Office attests that this document has not been altered since it was disseminated by Government Publishing Office




